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Introduction

➢ What is Federated Graph Learning? 

❑ Traditional Graph Learning

• Train graph learning models on graph data collected in a single machine

• Inapplicable in practice due to privacy concerns and regulations1 

1. Sample
neighborhood

2. Aggregate feature 
information from 

neighbors

3. Predict labels using 
aggregated information

[1] Voigt, Paul, and Axel von dem Bussche. "The EU General Data Protection Regulation (GDPR) A Practical Guide." (2017).

Graph neural networks (GNNs) aggregate information from neighbors to learn node embeddings 
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Introduction

➢ What is Federated Graph Learning? 

❑ Federated Graph Learning (FGL)

• Collaborative learning on graph data distributed in multiple clients

• Applications: financial systems, healthcare systems, medical institutes, E-commerce companies……

A

B

C

D

Compan
y

Model

An example of a financial system including four banks
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Introduction

➢ What is Federated Graph Learning? 

❑ Federated Graph Learning (FGL)

• Collaborative learning on graph data distributed in multiple clients

• Applications: financial systems, healthcare systems, medical institutes, E-commerce companies……

• Framework: FedAvg1, FedProx2, ……

Local model

Clients

Central server

The server sends current model parameters to clients

Each client performs local updates on its local graph data

The server takes a weighted average of local model parameters

[1] McMahan, Brendan, et al. "Communication-Efficient Learning of Deep Networks from Decentralized Data." AISTATS 2017.
[2] Li, Tian, et al. "Federated Optimization in Heterogeneous Networks." MLSys 2020.
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Introduction

➢ Research Topics in FGL

❑ Subgraph Federated Learning

• Missing cross-client links

• Community heterogeneity

❑ Federated Graph Learning with Non-IID Graphs

• Cross-dataset structural knowledge sharing 

• Distribution shifts

❑ Privacy-Preserving Federated Graph Learning

• Entity-level privacy protection

• Structure-level privacy protection 
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Introduction

➢ Research Topics in FGL

❑ Subgraph Federated Learning

• Each client only holds a subgraph (a local view) of the global graph and cannot share 

raw data due to privacy or communication constraints

• Challenges: missing cross-client links & community heterogeneity

Missing cross-client links Community heterogeneity
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Introduction

➢ Research Topics in FGL

❑ Federated Graph Learning with Non-IID Graphs

• Each client has multiple graphs and focuses on graph-level tasks (e.g., graph classification/regression)

• Graphs across clients are usually non-IID

• Challenges: cross-dataset structural knowledge sharing & distribution shifts

Cross-dataset structural knowledge sharing Distribution shifts
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Introduction

➢ Research Topics in FGL

❑ Privacy-Preserving Federated Graph Learning

• Graph data may be leaked/inferred in the central server

• Challenges: entity-level privacy protection & structure-level privacy protection 

Entity-level privacy protection Structure-level privacy protection 

Client 1 Client 2

Central Server
Entity privacy leakage

Structure 
privacy 
leakage
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Introduction

➢ Tutorial Outline

Research Topics Challenges Techniques Representative Works

Subgraph Federated 
Learning (25 mins)

Missing cross-client links Missing neighbor generator FedSage+

Community heterogeneity
Functional similarity matching + 
personalized parameter masking

Fed-PUB

FGL with Non-IID 
Graphs (25 mins)

Cross-dataset structural 
knowledge sharing 

Structure knowledge sharing FedStar

Distribution shifts Virtual node optimization FedVN

Privacy-Preserving 
FGL (25 mins)

Entity-level privacy protection (Local) differential privacy FedSoG

Structure-level privacy protection Local information mixup FedGNN, FedEgo
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Subgraph Federated Learning

➢ Background

❑ Problem Setting

• Setting: Each client only holds a subgraph (a local view) of the global graph and cannot 

share raw data due to privacy or communication constraints

• Example:  Each hospital holds a patient interaction subgraph, where nodes represent 

patients and edges reflect contact or shared treatment. Using subgraph FL, hospitals can 

collaboratively train a disease prediction model without sharing sensitive patient data
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Subgraph Federated Learning

➢ Background

❑ Problem Formulation

• Consider 𝑀 clients. Each client 𝑖 ∈ [𝑀] holds a local subgraph

𝐺𝑖 = 𝑉𝑖 , 𝐸𝑖 , 𝑋𝑖 ⊂ 𝐺 , 𝑖 ∈ 𝑀 .

 

•  Collaboratively learn models  {𝒇 ⋅ ; 𝝓𝒊 }[𝑴] (GNNs) that minimizes the loss

min
{𝜽𝒊} 𝑀

σ𝑖
𝑉𝑖

𝑉
𝓛𝒊(𝐺𝑖; 𝝓𝒊), 

       where 𝓛𝒊 and 𝝓𝒊 denote the local objective function and model parameters
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Subgraph Federated Learning

➢ Challenges in Subgraph Federated Learning

❑ Missing Cross-Client Links

• Training a separate graph mining model on each subgraph may not capture the global 

data distribution and is also prone to overfitting

• Due to privacy or siloed storage, the cross-subgraph connections are unavailable, 

leading to incomplete neighborhoods and degraded GNN performance

❑ Community Heterogeneity

• Subgraphs originate from different communities in the global graph, which can have 

incompatible properties

• Naïvely aggregating all local models leads to knowledge collapse — degradation due to 

incompatible updates
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Subgraph Federated Learning

➢ Missing Cross-Client Links

❑ Joint Learning from Heterogeneous Subgraphs

• The global graph is distributed into a set of small subgraphs with heterogeneous feature 

and structure distributions

• Training locally may lead to overfitting and poor generalization

❑ Solution

• FedSage = GraphSage + FedAvg

• GraphSage: For a node 𝑣 ∈ 𝑉𝑖 with features as ℎ𝑣
0 = 𝑥𝑣, at each layer 𝑘,

 ℎ𝑣
𝑘 = 𝜎 𝜙𝑘 ∙ ℎ𝑣

𝑘−1 ∥ AGG ℎ𝑢
𝑘−1, ∀𝑢 ∈ 𝑁𝐺𝑖

𝑣  
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Subgraph Federated Learning

➢ Missing Cross-Client Links

❑ Cross-subgraph Connections are Unavailable during Deploying FedSage

• The inability to access the full ego-networks causes the neighborhood aggregation to be biased, 

violating GNN assumptions

• This results in limited expressive power and suboptimal predictions

❑ Solution

• FedSage+: generating missing neighbors along FedSage
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Subgraph Federated Learning

➢ Missing Cross-Client Links

❑ FedSage+

• Each client first mends its subgraph by generating missing neighbors, then applies FedSage 

on the augmented subgraph
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Subgraph Federated Learning

➢ Missing Cross-Client Links

❑ FedSage+

• Missing Neighbor Generator (NeighGen)

𝐻𝑒: a K-layer GraphSage encoder 𝐻𝑔: a generative model (FNN) 

recovering missing neighbors

dGen: a linear regression model which 

predicts the numbers of missing neighbors

෩𝑁𝑖 = ෤𝑛𝑣| ෤𝑛𝑣 ∈ ℕ, 𝑣 ∈ 𝑉𝑖

fGen: a feature generator which generates a set 

of ෩𝑁𝑖 feature vectors

෨𝑋𝑖 = ෤𝑥𝑣| ෤𝑥𝑣 ∈ ℝ ෤𝑛𝑣×𝑑𝑥 , ෤𝑛𝑣 ∈ ෩𝑁𝑖 , 𝑣 ∈ 𝑉𝑖
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Subgraph Federated Learning

➢ Missing Cross-Client Links

❑ FedSage+

• Missing Neighbor Generator (NeighGen)

Loss for dGen Loss for fGen

ത𝑉𝑖: the remaining node set in ҧ𝐺𝑖

෤𝑛𝑣: the predicted number of 𝑣’s missing neighbors       ෤𝑥𝑣
𝑝

: the 𝑝-th predicted feature   

𝑛𝑣: the ground-truth number of 𝑣’s missing neighbors      𝑥𝑢: the feature of a 𝑣’s missing neighbor

𝐿1
𝑆  : smooth L1 distance
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Subgraph Federated Learning

Loss for fGen:

• Find the closest node in client 𝑗 , to allow each NeighGen 𝑖 to generate diverse 

neighbors

• Client 𝑗 computes gradients and share with client 𝑖 to update 𝐻𝑔

• Ensures privacy + enables federated learning of diverse NeighGens

➢ Missing Cross-Client Links

❑ FedSage+

•  Directly averaging NeighGen weights across clients hurts personality

•  Solution: Local NeighGen + Cross-Subgraph Feature Matching
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Subgraph Federated Learning

➢ Experiments

❑ Datasets

•  Four real-world datasets: Cora, Citeseer, PubMed and MSAcademic

•  Synthesize the distributed subgraph system with the Louvain algorithm

❑ Baselines

•  GlobSage (upper bound): the GraphSage model trained on the original global graph

•  LocSage: one GraphSage model trained solely on each subgraph

•  LocSage+: the GraphSage model + NeighGen model jointly trained solely on each subgraph

❑ Metric

•  Node classification accuracy
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Subgraph Federated Learning

➢ Experiments

❑ Main Results

• FedSage and FedSage+ 

have the relatively similar 

accuracy as GlobSage

• FedSage and FedSage+ 

have stable performance



24

Subgraph Federated Learning

➢ Community Heterogeneity

❑ Heterogeneity of Subgraphs

• Subgraphs in different community can have opposite properties

• Naïvely aggregating all local models leads to knowledge collapse

❑ No Access to Subgraph Identities

• The server has no visibility into which client belongs to which 

community

• It’s challenging to determine which clients should share model 

parameters or collaborate more closely

❑ Solution

• FED-PUB:  Functional Similarity Matching + Personalized Parameter Masking
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Subgraph Federated Learning

➢ Community Heterogeneity: FED-PUB

❑ Functional Embeddings for Subgraph Similarities

• Group clients with similar subgraphs (e.g., within the same community)

• Avoids curse of dimensionality + More computationally efficient + Maintains privacy

❑ Solution

• Measure functional similarity based on model outputs

• Use random graphs as shared GNN input and compare average embedding similarity

𝑆(𝑖, 𝑗) =
෨ℎ𝑖 ⋅ ෨h𝑗

|| ෨ℎ𝑖|| ⋅ ||෨h𝑗||

෨ℎ𝑖  : averaged output of all node embeddings for random graph ෨𝐺
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Subgraph Federated Learning

➢ Community Heterogeneity: FED-PUB

❑ Personalized Weight Aggregation

• Global model averaging can collapse conflicting updates from heterogeneous subgraphs

• Use functional similarity (via outputs on random graphs) to guide personalized aggregation

ഥ𝜽𝒊 ← ෍

𝑗=1

𝑀

𝛼𝑖𝑗 ⋅ 𝜽𝒋,  𝛼𝑖𝑗 =
exp(𝜏 ⋅ 𝑆 𝑖, 𝑗 ) 

σ𝑘 exp(𝜏 ⋅ 𝑆 𝑖, 𝑘 )

ഥ𝜽𝒊: aggregated personalized model weights

𝜏: hyperparameter for scaling 

𝛼𝑖𝑗: normalized similarity between clients i and j
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Subgraph Federated Learning

➢ Community Heterogeneity: FED-PUB

❑ Adaptive Weight Masking

• Even with functional similarity, scalar aggregation (𝛼𝑖𝑗) can’t tell which parameters are 

useful

• Each client learns a sparse mask 𝝁𝒊 for fine-grained control

𝜽𝒊 = 𝝁𝒊 ∘ ഥ𝜽𝒊

•  Final objective

min
𝜽𝒊,𝝁𝒊

ℒ 𝐺𝑖; 𝜽𝒊, 𝝁𝒊 + 𝜆1||𝝁𝒊||1 + 𝜆2||𝜽𝒊 − ഥ𝜽𝒊||𝟐
𝟐

Encourages sparsity Prevent local overfitting
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Subgraph Federated Learning

➢ Experiments

❑ Datasets

•  Citation graphs: Cora, CiteSeer, Pubmed, ogbn-arxiv

•  Product graphs: Amazon-Computer, Amazon-Photo

•  Synthesize the distributed subgraph system with the METIS algorithm

❑ Baselines

•  Standard FL: FedAvg, FedProx; Personalized FL: FedPer; Subgraph FL: FedGNN, FedSage+

      Graph-level FL: GCFL; Local

❑ Metric

•  Node classification accuracy
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Subgraph Federated Learning

➢ Experiments

❑ Main Results

• FedSage+ fails due to naive weight averaging and ignoring community structure

• FedPer and GCFL alleviate knowledge collapse, but lack community-aware aggregation



30

Subgraph Federated Learning

➢ Experiments

❑ Ablation Study

• Functional embeddings are both effective and privacy-preserving for estimating           

subgraph similarity，outperforming parameter/gradient-based methods and matching the 

performance of privacy-sensitive label-based similarity
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Subgraph Federated Learning

➢ References

❑ In this tutorial

• Zhang, Ke, et al. "Subgraph federated learning with missing neighbor generation.“ NeurIPS 2021.

• Baek, Jinheon, et al. "Personalized subgraph federated learning.“ ICML 2023.

❑ Related references

• Huang, Wenke, et al. "Federated graph semantic and structural learning." IJCAI 2023.

• Wan, Guancheng, et al.  "Federated graph learning under domain shift with generalizable prototypes." 

AAAI 2024.

• Yu, Wentao, et al. "Modeling inter-intra heterogeneity for graph federated learning." AAAI 2025.
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Federated Graph Learning with Non-IID Graphs

➢ Background

❑ Graph-level tasks in FGL

• Each client has multiple graphs (e.g. molecules, proteins, ……)

• The clients are interested in graph-level tasks (e.g., graph classification/regression)

Graph Classification ProcessEach client has multiple graphs
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Federated Graph Learning with Non-IID Graphs

➢ Challenges in FGL with Non-IID Graphs

❑ Cross-dataset structural knowledge sharing 

• Graph data from different datasets/domains may share 

common structural properties

• Sharing structural knowledge can enhance joint training

❑ Distribution Shifts

• Graphs may be collected from different environments

• Toy example: graphs consisting of environment-invariant 

motifs and environment-varying bases

• Client-invariant causal subgraphs & client-varying non-

causal subgraphs

The JS divergence of degree distributions 
among six graph datasets and random graphs

Molecular representation learning: graphs 
from environments by scaffold/size
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ FedStar

• Share structure of graph data across homogeneous clients

𝑤ℎ,𝑖 Feature encoder
• Personalized model
• Trained locally

𝑤𝑔,𝑖 Structure encoder
• Global model
• Aggregated in the server
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ FedStar: Structure Encoding

• Intuition: incorporates both local and global structural information

  s𝑣 = concat s𝑣
DSE; s𝑣

RWSE

• s𝑣
DSE: degree-based structure embedding (DSE)

  s𝑣
DSE = [𝕝 𝑑𝑣 = 1 , 𝕝 𝑑𝑣 = 2 , ⋯ , 𝕝 𝑑𝑣 ≥ 𝑘1 ] ∈ ℝ𝑘1 

•  s𝑣
RWSE: random walk-based structure embedding (RWSE)

  s𝑣
RWSE = [T𝑖𝑖 , T𝑖𝑖

2, ⋯ , T𝑖𝑖
𝑘2] ∈ ℝ𝑘2 

       T = AD−1 is a random walk transition matrix
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ FedStar: Feature-Structure Decoupled GNN

Feature-Structure Decoupled GNN in FedStar
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ FedStar: Structural Knowledge Sharing

• Intuition: share the learned structure encoders across clients

• Share 𝑤𝑔,𝑚 with the FL framework while keeping 𝑤ℎ,𝑚 being trained locally

• A global structure encoder 𝑤𝑔 and personalized feature encoders 𝑤ℎ,𝑚

ഥ𝑤𝑔 = ෍

𝑚=1

𝑀
𝐷𝑚

𝑁
𝑤𝑔,𝑚
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ Experiments

• Datasets

• Backbone models: a three-layer GIN as the feature encoder, a three-layer GCN as the structure 

encoder

• Baselines: Local, FedAvg, FedProx, FedPer, FedSage, GCFL 

Molecules (CHEM) Bioinformatics (BIO) Social Networks (SN) Computer Vision

MUTAG, PTC MR, 
COX2, DHFR, 

AIDS, NCI1, BZR

ENZYMES, 
DD, 

PROTEINS

COLLAB, 
IMDB-BINARY, 
IMDB-MULTI

Letter-low, 
Letter-high,
Letter-med
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ Experiments

• Main results
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ Experiments

• Analysis of decoupling and sharing mechanisms 
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Federated Graph Learning with Non-IID Graphs

➢ Cross-Dataset Structural Knowledge Sharing 

❑ Experiments

• Analysis of varying structure embeddings
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Federated Graph Learning with Non-IID Graphs

➢ Distribution Shifts

❑ Can We Train GNN Models over Identical Graphs?

• Original graphs → desired graphs

House (      ) :  Causal subgraph

Client 1 Client 2 Client 3

Original

graphs

Desired

graphs

: Non-causal nodes 

:  Virtual nodes 

: Original edges 

: Added edges 



➢ Distribution Shifts

❑ Train GNN models over augmented graphs with virtual nodes

 ℒ𝑆
𝑘

=
1

𝑁 𝑘
σ𝑖=1

𝑁 𝑘
ℓ 𝑓 ሚ𝒢𝑖

𝑘
; 𝜃 , 𝑦𝑖

𝑘

❑ Personalized graph augmentation

• Added virtual node features: 𝐐 𝑘 ∈ ℝ𝑀×𝑑𝑥

• How they connect original graphs: 𝐒𝑖
𝑘

∈ ℝ
𝒱𝑖

𝑘
×𝑀

❑ Message passing

• Graph nodes: 𝐡𝑣
𝑙

= COMBgn
𝑙

𝐡𝑣
𝑙−1

, AGGgn
𝑙

𝐡𝑢
𝑙−1

: 𝑢 ∈ 𝒩 𝑣 + σ𝑚=1
𝑀 𝑠𝑣,𝑚 ∙ 𝐡𝑚

𝑙−1

• Virtual nodes: 𝐡𝑚
𝑙

= COMBvn
𝑙

𝐡𝑚
𝑙−1

, AGGvn
𝑙

𝑠𝑣,𝑚 ∙ 𝐡𝑣
𝑙−1

: 𝑣 ∈ 𝒱𝑖
𝑘
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Federated Graph Learning with Non-IID Graphs

Input graph 𝓖𝒊
𝒌

Edge 

generator

𝝎 𝒌

Augmented graph ෩𝓖𝒊
𝒌

𝟎 𝟎
𝟎 𝟎

𝟎 𝟎
𝟏 𝟎

⋮ ⋮
𝟎 𝟏

⋮ ⋮
𝟎 𝟎

𝐒𝒊
𝒌

𝐐 𝒌

GNN 

model

𝜽 𝒌

ෝ𝒚𝒊
𝒌

Client 𝒌
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Federated Graph Learning with Non-IID Graphs

➢ Distribution Shifts

❑ Virtual node may collapse to fewer virtual nodes

• Decoupling loss

ℒ𝑉
𝑘

=
1

𝑀2 Σ 𝐹
2

• Σ: the correlation matrix of 𝐐

❑ Similar intra-client edge patterns & dissimilar inter-client edge patterns

• Score-contrastive loss

ℒ𝐸
𝑘

= −
1

𝑁 𝑘
෍

𝑖=1

𝑁 𝑘

log
𝑒

sim ෤𝐬𝑖
𝑘

,𝐬𝑙𝑜𝑐𝑎𝑙
𝑘

/𝜏

𝑒
sim ෤𝐬𝑖

𝑘
,𝐬𝑙𝑜𝑐𝑎𝑙

𝑘
/𝜏

+ 𝑒
sim ෤𝐬𝑖

𝑘
,𝐬𝑔𝑙𝑜𝑏𝑎𝑙 /𝜏

❑ Final objective function

min
𝜃,𝐐,𝜔 𝑘

ℒ𝑆
𝑘

+ 𝜆1ℒ𝑉
𝑘

+ 𝜆2ℒ𝐸
𝑘

𝐬𝑙𝑜𝑐𝑎𝑙
𝑘

=
1

𝑁 𝑘
෍

𝑖=1

𝑁 𝑘

෤𝐬𝑖
𝑘

෤𝐬𝑖
𝑘

= ෍

𝑣∈𝒱𝑖
𝑘

𝐬𝑣

𝐬𝑔𝑙𝑜𝑏𝑎𝑙 =
1

𝐾
෍

𝑘=1

𝐾

𝐬𝑙𝑜𝑐𝑎𝑙
𝑘
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Federated Graph Learning with Non-IID Graphs

➢ Distribution Shifts

❑ Local training

• Step 1: fix 𝜃 and 𝐐, update 𝜔 𝑘  by 

𝜔 𝑘 ← 𝜔 𝑘 − 𝜂𝜔∇𝜔 ℒ𝑆
𝑘

+ 𝜆2ℒ𝐸
𝑘

• Step 2: fix 𝜔 𝑘 , update 𝜃 𝑘  and 𝐐 𝑘  by 

𝜃 𝑘 ← 𝜃 𝑘 − 𝜂𝜃∇𝜃ℒ𝑆
𝑘

𝐐 𝑘 ← 𝐐 𝑘 − 𝜂𝐐∇𝐐 ℒ𝑆
𝑘

+ 𝜆1ℒ𝑉
𝑘

❑ Global update

𝜃 = ෍

𝑘=1

𝐾
𝑁 𝑘

𝑁
𝜃 𝑘 , 𝐐 = ෍

𝑘=1

𝐾
𝑁 𝑘

𝑁
𝐐 𝑘
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Federated Graph Learning with Non-IID Graphs

➢ Distribution Shifts

❑ Experiments

• Datasets: four datasets under five settings adapted from GOOD1

• GNN backbones: A three-layer GIN as the encoder and a two-layer MLP as the prediction head

• Baselines: Self-training, FedAvg, FedProx, FedBN, Ditto, FedRep, FedALA, GCFL+, FedStar

• Hyperparameters: GNN hidden size=100

[1] Gui, Shurui, et al. "Good: A graph out-of-distribution benchmark." NeurIPS 2022.



48

Federated Graph Learning with Non-IID Graphs

➢ Distribution Shifts

❑ Performance comparison
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Federated Graph Learning with Non-IID Graphs

➢ Distribution Shifts

❑ Influence of VN numbers 

Performance of FedVN with different numbers of VNs
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Federated Graph Learning with Non-IID Graphs

➢ Distribution Shifts

❑ Visualization of distribution shifts in FedAvg and FedVN

Cross-client cosine similarities of graph embeddings in each client on Motif/Basis
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Federated Graph Learning with Non-IID Graphs

➢ References

❑ In this tutorial

• Tan, Yue, et al. "Federated learning on non-iid graphs via structural knowledge sharing." AAAI 2023.

• Fu, Xingbo, et al. "Virtual nodes can help: tackling distribution shifts in federated graph learning." 

AAAI 2025.

❑ Related references

• Tan, Zihan, et al. "FedSSP: federated graph learning with spectral knowledge and personalized 

preference." NeurIPS 2024.

• Wan, Guancheng, et al.  "Federated graph learning under domain shift with generalizable prototypes." 

AAAI 2024.
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Privacy-Preserving Federated Graph Learning

➢ Background

❑ Private information in graph data

• Local information: graph structure and node features contain sensitive information

• Cross-client interactions

Client 1 Client 2

Central Server

Name:
SSN:
Address: 

Transaction time:
Bank account:
Platform account:
User habits:

Local training

Aggregation
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Privacy-Preserving Federated Graph Learning

➢ Challenges in Privacy-Preserving FGL

❑ Entity-level privacy protection (leakage from model updates)

• Entity feature inference

• Entity membership inference

❑ Structure-level privacy protection (leakage from graph structures)

• Cross-client neighbor leakage

• Boundary nodes leakage

Client 1 Client 2

Central Server
Entity privacy leakage

Structure 
privacy 
leakage
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Privacy-Preserving Federated Graph Learning

➢ Entity-Level Privacy Protection

❑ Hide local private information

• Differential privacy (DP) / Local differential privacy (LDP)

• Entity anonymization

❑ Application

• Recommendation systems

• Solution: FeSoG
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Privacy-Preserving Federated Graph Learning

➢ FeSoG

❑ Federated Social recommendation with Graph neural network

• Social recommendation: Given user set U, item set T, rating matrix R, and social connection matrix 

S, complete the ratings of users to items.
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Privacy-Preserving Federated Graph Learning

➢ FeSoG

❑ User and item embeddings

• Held by the central server

• Updated by aggregating the gradients from clients

❑ Local GNN

• Relational GAT

User-user

User-item

Neighbor aggr: Relational aggr:

User

Item

Self
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Privacy-Preserving Federated Graph Learning

➢ FeSoG

❑ Privacy protection

• LDP

• Pseudo-item sampling

• Sample q non-neighbor items as pseudo items

• Compute ratings using the local GNN

• Use rounded ratings as the labels for pseudo 

items
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Privacy-Preserving Federated Graph Learning

➢ FeSoG

❑ Experimental results

• FeSoG outperforms the SOTA federated recommender systems

• GNN-based models outperform MF-based models

• Federated learning impairs the performance compared with centralized learning

Matrix
Factorization

Graph Neural 
Network

Federated 
Learning
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Privacy-Preserving Federated Graph Learning

➢ FeSoG

❑ Experimental results

• FeSoG outperforms the SOTA federated recommender systems

• If increasing # pseudo items, the error value increases for both methods

• If increasing # pseudo items, the extra computational cost increases linearly



61

Privacy-Preserving Federated Graph Learning

➢ FeSoG

❑ Experimental results

• With a fixed λ, FeSoG performs better when increasing δ (reducing gradient clipping)

• With fixed δ, FeSoG performs worse when increasing λ (increasing noise)

• There is a tradeoff in selecting optimal values of λ and δ
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Privacy-Preserving Federated Graph Learning

➢ Structure-Level Privacy Protection

❑ Hide cross-client interaction

• Privacy-preserving local neighbor expansion

• Local neighbor generation

• Local information mixup

❑ Solutions

• FedGNN

• FedEgo
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Privacy-Preserving Federated Graph Learning

➢ FedGNN

❑ Privacy protection

• LDP with uniform Gaussian

• Pseudo item sampling with Gaussian-noise gradient

• Sample q non-neighbor items as pseudo items

• Generate gradients of pseudo items using Gaussian 

noise with the same mean and covariance as real items

• Privacy-preserving user-item graph expansion
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Privacy-Preserving Federated Graph Learning

➢ FedGNN

❑ Experimental results

• The performance of FedGNN is satisfactory on different GNN backbones

• Variants utilizing the high-order information by local neighbor expansion perform better 

than those without high-order information

• Using fixed neighbor user embeddings (trained in certain iterations) is better than using fully 

trainable ones (updated in each iteration)
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Privacy-Preserving Federated Graph Learning

➢ FedEgo

❑ Local information mixup

• Local stage:

• Local ego graphs embedding

• Personalized prediction

• Ego graphs mixup

• Global stage:

• Train personalized layers on local mashed ego graphs

• Global parameter aggregation
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Privacy-Preserving Federated Graph Learning

➢ FedEgo

❑ Local ego graph mixup

• Mixing up node embeddings and labels in the ego graphs in each batch

• Ego graphs are adopted as they are easily aligned for mixup (hiding private information while sharing)
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Privacy-Preserving Federated Graph Learning

➢ FedEgo

❑ Experimental results

• Fed methods benefit from the collaboration on all datasets and enhance the personalization ability 

of local models

• FedEgo consistently outperforms other methods and improves the generalization ability of local 

models

• The improvement indicates that FedEgo can facilitate client collaboration and generalize across 

non-IID local graph data
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Privacy-Preserving Federated Graph Learning

➢ References

❑ In this tutorial
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• Zhang, Taolin, et al. "FedEgo: privacy-preserving personalized federated graph learning with ego-
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❑ Related references

• Yan, Bo, et al. "Federated heterogeneous graph neural network for privacy-preserving 
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• Tian, Changxin, et al. "Privacy-preserving cross-domain recommendation with federated graph 

learning." ACM TOIS 2024.
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Outline
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Summary and Future Directions

➢ Summary

❑ FGL jointly trains graph learning models over distributed graph data 

• Transmit model parameters while keeping graph data locally

❑ Key research topics in FGL

Research Topics Challenges Techniques Representative Works

Subgraph Federated 
Learning

Missing cross-client links Missing neighbor generator FedSage+

Community heterogeneity
Functional similarity matching + 
personalized parameter masking

Fed-PUB

FGL with Non-IID 
Graphs

Cross-dataset structural 
knowledge sharing

Structure knowledge sharing FedStar

Distribution shifts Virtual node optimization FedVN

Privacy-Preserving 
FGL

Entity-level privacy protection (Local) differential privacy FedSoG

Structure-level privacy protection Local information mixup FedGNN, FedEgo
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Summary and Future Directions

➢ Future Directions

❑ FGL on text-attributed graphs (TAGs)

• Enhance modeling TAGs via LLMs

❑ FGL with graph foundation models (GFMs)

• Cross-dataset/domain graph data

• Personalized adaptation

❑ Backdoor attack & defense in FGL

• Topology knowledge injection

Client 1 Client 2

FedTGE (ICLR 2025 Oral)



The End

Thanks for listening!

03/08/2021

Presenters: Xingbo Fu, Zihan Chen, Binchi Zhang, Jundong Li

University of Virginia

SDM 2025 Tutorial

May 2025
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